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Integrated intensity measurements depend on the wavelength range of integration. In conventional X- 
ray measurement procedures this range decreases with increasing diffraction angle, which results in 
a systematic intensity error for which normally no correction is applied. This paper presents an experi- 
mental investigation of this error for standard integration scans. A correction formula is derived and 
tested, and it is shown that failure to take account of this error has led to spuriously high temperature 
factors in most X-ray structure analyses. 

Introduction 

Alexander & Smith (1962) observed that the natural 
width of characteristic X-ray lines cannot be neglected 
when measuring integrated intensities with a single- 
crystal diffractometer. The wavelength dispersing 
power for a Bragg reflexion, d0/d2, is (tan 0)/2 but in 
practice the angular integration range used is almost 
independent of 0 (even if the ~1-~2 splitting is added 
to a constant scan range). The wavelength limits of 
the integral therefore decrease with diffraction angle. 
Fig. 1 shows diagrammatically how this can result in 
significant intensity errors. Alexander & Smith pointed 
out that these errors would be quite substantial. In 
spite of their work, subsequent references to it (e.g. 
Kheiker, 1968; Young, 1968, 1974; Einstein, 1974) and 
the awareness of truncation errors in powder dif- 
fractometry, the effect seems to have been largely 
ignored in single-crystal intensity measurements. 

The reason for this is probably twofold. Firstly, it 
is not possible to separate spectral and diffraction ef- 
fects in the tails of the double-crystal spectrometer 
rocking curves (Ladell, Parrish & Taylor, 1959). 
Alexander & Smith therefore had to assume a profile 
for the spectral line shape. Secondly, so many other 
factors dominate the shape of the single-crystal dif- 
fractometer rocking curves, that the existence of trun- 
cation errors is not very obvious experimentally. 

This paper presents an experimental investigation 
of the characteristic line shape and of truncation er- 
rors. 

The characteristic line shape 

From spectroscopic theory (e.g. Heitler, 1957), the 
natural X-ray line shape is expected to be a Cauchy 
distribution. The spectrum observed in an X-ray dif- 
fraction experiment will be the natural spectrum con- 
voluted with the diffraction function; but as Ladell, 
Parrish & Taylor (1959) have observed, it is impossible 
to deconvolute the two. Alexander & Smith (1962) 
therefore assumed that diffraction effects would be 

negligible and took a Cauchy line profile for their cal- 
culations. In the present work, a spectrum was taken 
from a single-crystal diffractometer so that the dif- 
fraction effects would be identical with those en- 
countered when measuring integrated intensities. 

Fig. 2 shows a Cu Kc~ spectrum taken from the 004 
reflexion of a small diamond. An co/20 scan was used 
with restricted counter slits to minimize broadening 
by the source. A Cauchy distribution has been fitted 
to the spectrum by using the linewidth and relative 
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Fig. 1. A diagrammatic representation of truncation errors. 
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intensity data from Compton & Allison (1935),* con- 
voluting with a rectangular resolution function and 
varying the scale. The fit is good and discrepancies 
could well be due to errors in the linewidths or choice 
of resolution function. Alexander & Smith's assump- 
tion of Cauchy-shaped characteristic lines was there- 
fore justified. [The work of Edwards & Langford (1971) 

* Full width at half height=0.58 X.U. (Kcq), 0.77 X.U. (Ke2); 
I~z/Ic~l = 0"497. 
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Fig. 2. A high-resolution spectrum of the Cu K~ doublet using the 

004 reflexion of a small diamond mounted on a single-crystal 
diffractometer. 
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Fig. 3. Experimentally determined truncation errors. The experi- 

mental points represent the ratio of co/20 integrated intensities 
to normalized a#0 integrated intensities. The crosses and the 
continuous line are for a 2 ° o)/20 scan; the triangles and the dashed 
line are for an co/20 scan of 2 ° plus the Kofl-Kot2 splitting. 

confirms this and also shows the existence of a Ke 
satellite line. Since the relative intensity of this satellite 
is only 0"6?/0 of the Kc~ doublet its effect may be 
ignored.] 

Experimental measurement of truncation errors 

To establish the magnitude of typical truncation errors, 
the following experiments were carried out. Integrated 
intensities were measured for a series of reflexions 
from a small diamond. First they were measured with 
an o)/20 scan with a constant range of 2 °, then with 
an o)/20 scan of 2 ° plus the Kofl-Kc~2 splitting. The 
same reflexions were measured a third time using a 
recently developed high-resolution monochromation 
technique which entails an co/0 scan and restricted 
counter slits (Denne, 1977). For the last series, a con- 
stant bandpass of three times the Ko~l-Ko~2 splitting 
was used; this corresponds to 96.1% of the total Cu Ke 
spectrum as represented by Cauchy profiles; the co/0 
intensities were therefore normalized by multiplying 
by 1/0.961. 

Fig. 3 shows the ratio of the 03/20 measurements 
to the 03/0 estimates of integrated intensity. It is evident 
that the 03/20 intensities are all less than the nor- 
malized 03/0 measurements; the constant-scan 03/20 
intensities are consistently less than those obtained 
with a scan that increased with angle. All differences 
increase as the diffraction angle increases. The ratio 
tends to 1 as 20 tends to 0, confirming that the 03/20 
scan can only measure the entire natural line when the 
dispersion is zero. 

The experimental points of Fig. 3 confirm in a 
quantitative way the predictions of Alexander & 
Smith and show that truncation errors are indeed a 
serious error source in integrated intensity measure- 
ment. 

Theoretical calculation of truncation errors 

The equation for the Cauchy distribution is: 

I(2)=(Wo/2rc)/{(2-2o) 2 + (Wo/2) 2 } (1) 

where 20 is the mean wavelength and Wo is the full 
width at half height of the distribution. Its definite 
integral is: 

fbI(2)d2=I(1/~)tan-12(2---20)-]bwo la (2) 

= C(wo, 20, a, b). 

The wavelengths at the scan limits Oa, Ob will be: 

2, = 2d sin (0a) 2/, = 2d sin (Oh). (4) 

The effect of finite source size, finite crystal size 
and mosaic spread will tend to average out, so the 
truncation error, T, is: 

T= 1 -A1C(wl,).l,~.a,)~b)-A2C(w2,}.2,)~a, Ab) 
--(~.a--~.b)[ll(]La)+ ll(~b)]+[I2(J)Ca)+ I2().b)]/2 (5) 
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Fig. 4. Isotropic temperature factor curves (i) compared with calculated truncation error curves (ii) for an 09/20 scan of range 2 ° plus the 
KaI-Ka2 splitting. (a) Cu Ka radiation, (b) Mo Ka radiation (s=sin 0/2). 

where 

A1,Aa =the  Kal ,  Kea relative intensities, 
wl,w2 =the  Kal,  Kea half widths, 
21,22 = the  Kel ,  K~2 mean wavelengths. 

T is plotted against 20 for the o3/20 scans in Fig. 3. 
It agrees with the experimental values to better than 
1 ~ for most points. This agreement both confirms the 
experimentally determined truncation errors and veri- 
fies the correction formula for integrated intensities 
measured by the o3/20 techniques. 

Discussion 

Truncation errors have been shown to be a substantial 
source of experimental error with o3/20 integrated in- 
tensity measurements as predicted by Alexander & 
Smith. Measured intensities are more strongly re- 
duced by truncation errors as the diffraction angle in- 
creases, so it is to be expected that this source of error 
will appear as a spuriously high temperature factor. 
An estimate of the contribution of truncation error 
to apparent B factor can be made as follows. The 
o3/20 scan range generally used appears to be .~2 ° 
plus the Ko~I-Ke2 splitting. Fig. 4(a), (b) shows trunca- 
tion errors for this scan range compared with A B 
factors of 0-075 and 0.15 /~2 for Cu Kc~ and Mo K~ 

radiation respectively. The curves agree to better than 
1~  out to 20=  145 and 132 ° respectively for the two 
radiations. This suggests that the temperature factors 
in most structure analyses are spuriously high by 
amounts of this order. (N.B. TDS errors operate in 
the opposite sense to truncation errors; in cases where 
TDS corrections have not been applied, this effect may 
be reduced or even reversed.) 
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